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Abstract
The identification of immature apples is a key
technical link to realize automatic real-time
monitoring of orchards, expert decision-making,
and realization of orchard output prediction. In the
orchard scene, the reflection caused by light and the
color of immature apples are highly similar to the
leaves, especially the obscuration and overlap of
fruits by leaves and branches, which brings great
challenges to the detection of immature apples. This
paper proposes an improved YOLOv3 detection
method for immature apples in the orchard scene.
Use CSPDarknet53 as the backbone network of the
model, introduce the CIOU target frame regression
mechanism, and combine with the Mosaic algorithm
to improve the detection accuracy. For the data set
with severely occluded fruits, the F1 and mAP of
the immature apple recognition model proposed
in this article are 0.652 and 0.675, respectively. The
inference speed for a single 416×416 picture is 12
ms, the detection speed can reach 83 frames/s on
1080ti, and the inference speed is 8.6 ms. Therefore,
for the severely occluded immature apple data set,
the method proposed in this article has a significant
detection effect, and provides a feasible solution
for the automation and mechanization of the apple
industry.
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1 Introduction
Apple is one of the common fruits and it occupies
a large proportion in the domestic and foreign fruit
market. Apple is the fourth most important fruit
produced and eaten all around the world with a
production of 84 million tonnes in 2014 [1]. Apple
has high nutritional value and is one of the four
major fruits in the world. Apple production plays an
important role in the development of our country’s
economy and meeting the needs of the broad masses
of people. However, the traditional apple planting,
fertilization and pesticide application, picking, and
a series of subsequent production and processing
processes consume a lot of manpower, material
resources and other resources. In the precise planting
of apples, in order to carry out intelligent spraying
and growth monitoring of apples, as soon as possible
to estimate the production of apples and forecast the
labor demand for picking, it is necessary to accurately
detect immature apples [2]. Computer vision provides
a very effective method for automatic fruit detection,
but the detection of occluded or overlapping fruits in
orchard scenes has always been a difficult problem for
fruit detection.
In the orchard scene, the environment of the apple
orchard is complex. There is not only the occlusion
between the fruit and the fruit, the leaves and the
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Figure 1. datasets

fruit, but also the shadow of the fruit is high due to
the influence of light. Automated harvesting requires
accurate detection and recognition of the fruit within a
tree canopy in real-time in uncontrolled environments.
However, occlusion, variable illumination, variable
appearance and texture make this task a complex
challenge [3–7].

Due to the poor robustness of traditional machine
vision methods in complex scenes, it is difficult to
meet the work requirements of picking robots in
complex scenes. In recent years, the convolutional
neural network [8] has been continuously improved
in the field of target detection and has shown great
advantages. It is mainly divided into two categories.
One is that the algorithm generates a series of
candidate frames as samples, and then convolution
The neural network performs sample classification,
represented by RCNN [9], Fast RCNN [10] and Faster
RCNN [11]; a type of problem that directly converts
the positioning of the target frame into a regression
problem, does not need to generate candidate frames,
and the iconic algorithms include SSD [12], YOLO [13],
etc.

This paper improves the YOLOv3 network model [14],
uses a new IoU bounding box regression loss function,
and combines it with transfer learning [15] to
transfer the knowledge learned by the model in the
ImageNet dataset to the immature image recognition
process , Proposes a method for identifying immature

apples based on CIoU’s [16] YOLOv3 neural network.
The current deep learning model combined with
wireless sensor network can more effectively realize
agricultural automation [17].

2 Materials and Methods
2.1 Datasets
The Apple Orchard is located in Baoji City, Shaanxi
Province. During October 2020, using the Huawei
honor X10 mobile phone device, at a distance of
1m from each apple tree, more than 500 images of
immature apple fruits that were blocked to varying
degrees were collected from different viewing angles
and different directions. In the end, 400 pictures were
screened out and divided into 300 training sets and
100 test sets with a ratio of 0.75:0.25. The data mainly
covers the pictures where the fruit is blocked when
the light is reflected, backlit, or forward on sunny and
cloudy days.
In order to standardize the data set, the original image
resolution is fixed to 416x416 using the center cropping
method.

2.2 Data Augmentation
Use the opencv tool library to perform data
amplification on the original data set, rotate the
original image, and the rotation angle is randomly
selected +−90°; the original image is randomly
mirrored, horizontally flipped, and vertically flipped;
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Figure 2. Model Structure

expanded by cropping and zooming data set.
Considering that data enhancement will cause more
serious changes in the shape and quality of the images
in the pictures, each picture is randomly amplified by
the above method.

2.3 Border regression loss function based on CIoU
IoU is the degree of overlap between the predicted
frame and the marked frame in the original picture. In
the field of target detection, the IoU value of the frame
regression is often used as an evaluation indicator.
However, most detection frameworks do not combine
this value to optimize the loss function. IoU can be
backpropagated, and it can be directly used as the
objective function to optimize. Considering the choice
between the optimization metric itself and the use of
alternative loss functions, the best choice is to optimize
the metric itself. As a loss function, traditional IoU
has two shortcomings: if two objects do not overlap,
the IoU value will be zero, and its gradient will be
zero, which cannot be optimized; two objects overlap
in multiple different directions, and the intersection
level is the same, Its IoU will be exactly the same, IoU
cannot accurately reflect the degree of overlap between
the two. A good target frame regression loss should
consider three important geometric factors: overlap
area, center point distance, and aspect ratio. Therefore,
CIOU not only considers the overlap area and the
center point distance, but also considers the aspect
ratio, and its convergence accuracy is higher. Therefore,
the value of the IoU function does not reflect how the
two objects overlap. In the fruit recognition of the

apple picking robot, the accuracy of the position of the
return frame directly determines the success rate of the
robot hand picking. Therefore, this article proposes
to introduce CIoU to solve the shortcomings of IoU.
CIoU is a very good distance metric, which can replace
the loss function of border regression in most target
detection algorithms, as shown in equations (1)-(3).

IOU =

∣∣∣∣A ∩B

A ∪B

∣∣∣∣ (1)

v =
4

π2

(
arctan

wgt

hgt
− arctan

w

h

)
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LCIOU = 1− IOU +
ρ2

(
b, bgt

)
c2

+ av (3)

Where a is the parameter used for trade-off, and v is
the parameter used to measure the consistency of the
aspect ratio.

2.4 Model structure
YOLO is an end-to-end target detection model. The
basic idea of the YOLO algorithm is: first extract
features from the input features through a feature
extraction network to obtain a feature map output of
a specific size. The input image is divided into 13×13
grid cells, and then if the center coordinates of an object
in the real frame fall in a certain grid cell, then the grid
cell will predict the object. Each object has a fixed
number of bounding boxes. There are three bounding
boxes in YOLO v3. Logistic regression is used to
determine the regression box used for prediction.
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The following is the loss function formula:
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Among them, s is the number of grids, which s2 is
13∗13, 26⋆26, 52⋆52. B is box. If the box has a target,
the value of 1obji,j is 1, otherwise it is 0. If the box has no
target, the value of 1noobji,j is 1, otherwise it is 0.

3 Experiments
The experiment is based on the ICOU algorithm and
data Augmentation, and after inputting the data into
the model, we got the accuracy, recall rate, F1, and
mAP values are 0.616, 0.692, 0.652, 0.675 respectively.

Table 1. Detection results using CIoU loss function

Dataset Model Pre Recall F1 mAP
mmature
apple
(Test)

I YOLOv3+CIOU 0.616 0.692 0.652 0.675

Figure 3. Data index during training

4 Conclusion
1) This article proposes an improved YOLOv3 neural
network to identify immature apples. Experimental
results show that in general natural scenes, affected by
conditions such as illumination, occlusion, and overlap,
the F1 and mAP values detected by the model reach
65.2

2) Subsequent research should focus on how to
improve the detection performance of themodel under
the influence of illumination, occlusion, overlap, etc.,
and provide good technical support for the positioning
of the picking robot.

Figure 4. Generate graph during training

Figure 5. General scene rendering
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Figure 6. Severe occlusion effect picture
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